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Abstract—This paper presents guitARhero, an Augmented Reality application for interactively teaching guitar playing to beginners through responsive visualizations overlaid on the guitar neck. We support two types of visual guidance, a highlighting of the frets that need to be pressed and a 3D hand overlay, as well as two display scenarios, one using a desktop magic mirror and one using a video see-through head-mounted display. We conducted a user study with 20 participants to evaluate how well users could follow instructions presented with different guidance and display combinations and compare these to a baseline where users had to follow video instructions. Our study highlights the trade-off between the provided information and visual clarity affecting the user's ability to interpret and follow instructions for fine-grained tasks. We show that the perceived usefulness of instruction integration into an HMD view highly depends on the hardware capabilities and instruction details.

Index Terms—Augmented reality, Computer-assisted instruction, Graphical user interfaces

1 INTRODUCTION

Early learning of musical instruments is traditionally conducted under the guidance of a more experienced person or teacher [8] and begins with understanding the basics of playing an instrument and with notation literacy. Today’s beginners often choose a more informal method of self-teaching from community-created material. A vast amount of such context exists online ranging from video tutorials to sheet music or guitar tablature. However, these approaches come with different drawbacks. Following video tutorials often takes a long time and the quality of the lesson material can vary. Reading sheet music is a skill in itself, and abstract charts disregard complex details such as hand posture and motion in 3D space.

Devices like the Optek Fretlight1 highlight the locations to press down on the guitar neck with embedded LED lights, circumventing the need to learn how to interpret traditional instructions. This has been shown to increase the interaction with the device, learning speed, as well as retention of learned material [22]. At the same time, these devices typically cannot evaluate what mistakes users make. A major drawback in self-teaching, specifically compared to formal learning methods, is the lack of feedback, which can make learning barriers harder to overcome for beginners. Correctly playing a note or chord on the guitar requires familiarity with its components, such as the frets. These separate the guitar neck into segments where the strings can be pressed down to produce a particular note. By pressing a string behind a fret with one hand and strumming one or multiple strings with the other hand, players can produce individual notes or play chords. This complex action introduces a large number of possible error sources, which makes learning by doing particularly difficult for beginners.

Augmented Reality (AR) systems have been proposed as interactive alternatives that offer solutions to the aforementioned problems. In such systems, instructions can be presented in a magic mirror [6] style approach, where cameras capture the view of the guitar and overlay instructions onto the video stream before showing the result on a monitor [19, 21]. Another option is an in situ approach, where virtual content is integrated within a user’s natural view using a head-mounted display (HMD) [28, 29]. Furthermore, lesson content can be presented in a number of ways, for example, by highlighting the frets that should be pressed [25], or by animating a virtual hand [21] for users to mimic. Existing solutions implement guidance visualizations, but lack direct visual feedback, require special hardware, or cannot track the instrument. See a summary of limitations in Table 1.

Fig. 1: We present a system that can visualize automatically generated guitar tutorials using two alternative AR display modalities: Users can view augmented instructions using a video see-through head-mounted display or a desktop display.
We present guitARhero2, which can be used with virtually any acoustic or electric guitar, requiring only a pair of webcams mounted onto the guitar. Similarly to previous approaches [24], guitARhero allows users to easily create interactive lessons, and it provides feedback to users by analyzing the played notes. guitARhero can visualize interactive instructions using fret highlighting and a virtual hand on a desktop monitor using an AR magic mirror and a video see-through (VST) HMD. While the design of our system is based on AR Hero [24] this paper introduces an emphasized hand visualization and contributes an evaluation on a VST HMD (Figure 1) that provides a high-fidelity and wide field of view of the surroundings. We conducted a user study with 20 participants to better understand how well users can follow instructions presented on an AR magic mirror and in situ using the two aforementioned guidance methods, compared to using video instructions.

Our findings have implications beyond guitar playing. We show that for fine-grained tasks, hardware capabilities play a major factor in the appeal of naturally integrated instructions, e.g., due to the placement of instructions, low fidelity or a narrow field of view of the headset. We also show that a simple overlay may be preferable over a more detailed visualization that can result in clutter or affect the visibility of the real environment. Overall, we make the following contributions:

• We present guitARhero, a system for novice guitar players that allows learners to create their own lessons from online material, receive feedback on their performance, and view instructions using different guidance techniques, as well as various display methods.

• We conducted a user study comparing the fret highlighting and virtual hand guidance techniques, visualized on a magic mirror display or HMD. We show that compared to a baseline video, fret highlighting on a magic mirror resulted in fewer errors and a better overall user preference.

2 RELATED WORK

guitARhero draws inspiration from a broad spectrum of prior explorations of interactive guitar lessons as well as embedded guitar lessons. A commercial example is the LOOG Guitar3, which can be connected to an application that overlays guidance on the user’s instrument. However, the application lacks any tracking ability and requires the guitar to be held in place instead. When defining the characteristics of AR, Azuma [1] emphasized that, without proper registration of real and virtual objects, the illusion that they coexist cannot be sustained. Registration remains one of the major challenges in AR, particularly in developing a system that adequately conveys the learning material to the user while being integrated with the real environment. In the following section, we discuss the interactive and embedded aspects of guitar lessons and highlight how we expand on existing findings.

2.1 Interactive guitar visualization

Interactive guitar education is not a new concept, with commercial applications and games such as Yousician4 and Rocksmith5 providing such services. However, these applications lack integration of the lesson content with the real instrument. Liarokapis and Anderson [14] describe education scenarios in which AR can be used to assist students by visualizing the content of the lesson in more compelling ways. The authors comment that technology encourages discussion between participants and that user-controlled repetition of information is beneficial to the learning process. However, they emphasize that the success of an AR learning scenario strongly depends on its implementation. In prior research, Liarokapis [13] proposed a theoretical system in which users can see where to place their fingers by following a chord diagram displayed on top of their guitar. Rio-Guerra et al. [25] implemented a similar application that highlights spots on the guitar that are color-coded to match stickers on the user’s fingers. The authors compared the time taken to learn basic chords using traditional or AR methods and conclude that there is no significant difference in the effectiveness of the two approaches.

Motokawa and Saito [21] proposed a visual guidance method that uses a virtual hand instead of markers on the guitar neck. Users can see themselves and a 3D hand overlaid onto their own guitar on a desktop monitor and imitate the pose by overlapping their hand with the model. However, they did not evaluate whether users were able to follow instructions correctly and focused on the quality of tracking the guitar. Gutierrez et al. [19] implemented a similar application that displays instructions to a user in the form of an animated hand on a monitor. The participants could then adjust the virtual representation of the instructions to obtain a different viewpoint. This process required users to manually align the guitar with the visualization shown on the monitor. They compared how well novices and those with experience could follow the instructions and found that those with experience could follow the instructions faster than beginners.

Wang et al. [31] developed Soloist, a system that extracts musical information from guitar tutorial videos to generate interactive lessons. User performances were then captured by a recording interface and compared to the extracted notes. Comparing the performances to the video content allowed them to visualize the users’ learning progression and provide instant feedback to the user. They found that the quality of the lessons extracted correlates with the quality of the video content, which can vary, specifically when using free content.

2.2 Embedded guitar lessons

Patzer et al. [22] experimented with a commercial product, the Fretlight guitar, an instrument with LED beacons integrated into the fretboard. The beacons are illuminated according to instructions sent by a connected device. The authors suggest that integrating the learning material

4https://www.yousician.com/
5https://www.ubisoft.com/en-gb/game/rocksmith/

2The name is meant as an homage to the seminal 2005 rhythm game Guitar Hero, developed by Harmonix and published by Activision.

3https://www.loogguitars.com/
User input and live feedback Most of the described systems aim to visualize lesson content without considering the user’s performance. However, since AR is interactive, it can support automatic guidance if the user’s performance can be detected at run-time [27]. Thus, we expand upon this one-directional teaching method by capturing the user’s played notes. The performance measurements enable us to adapt the lesson speed to the user’s skill level and give feedback to the user, potentially reducing the time needed to search for and correct one’s mistakes.

Compatibility with standard instruments Existing approaches that rely on customized instruments [12, 18, 22] succeed in integrating lessons with real objects, but at the cost of requiring purpose-built instruments. An AR system that can easily be integrated with a standard instrument has a much broader appeal.

Integration with real objects Previously mentioned solutions often suffer from hardware limitations, such as a narrow field of view, unnatural viewing angles, or a lack of spatial registration [28, 29]. We prefer a solution that is effectively integrated with the user’s guitar and prioritizes user comfort.

Guidance visualization Learners may have different preferences with respect to visualization styles, as the design of guidance elements can vary [13, 21, 25]. Hence, we would like to offer flexibility in learning by giving the user a variety of guidance and visualization options to choose from.

Authoring from online sources Previous work often does not discuss how additional content can be added. The ability to utilize existing content greatly increases the appeal of an AR system, if generating new content can be reduced to a quick conversion of existing materials. Guitar beginners can find learning resources on websites such as the popular “Ultimate Guitar”[7] that features free guitar playing instructions (tablature, chords) for a large collection of songs, as well as diagrams and charts designed to help beginners learn guitar basics. An easy way to take advantage of this rich source of learning materials would be desirable for many learners. However, some interpretation or prior music knowledge is required to use these digital tabs, as they lack standardization and may not include timing information.

4 Method

In the following, we describe our methodological choices in terms of visual design and display setup. During the design, we had primarily a self-teaching scenario in mind.

4.1 Visual guidance

Following our design goals, we implement methods to generate lessons and intuitively visualize these abstract instructions. We detail the approaches chosen to address these problems and discuss how our system reacts to a user’s performance, as well as the options provided to control the playback of a lesson.

Authoring In order to address our design goal of making the creation of AR learning content as easy as possible, we opted to support tablature files (short tabs). These tabs are text files that use ASCII characters to encode guitar music: six lines indicate the strings, and numbers on the strings encode the fret position (the open string is denoted by zero). Tabs are by far the most common form of sharing digital tabs, making it difficult to use the system for prolonged periods of time. Despite user-reported discomfort using the HMD, they reported high levels of satisfaction with the application.

Another method of visualizing instructions in 3D is by visualizing captured point clouds in real space. For example, Kumaravel et al. [28] present a system that streams a user’s real surroundings as well as virtual annotations to another user. The authors specifically highlight.

3 Requirements

The existing methods address many of the issues associated with AR education strategies, but each has its specific shortcomings (Table 1). From these observations, we distill five design goals, specifically selected to address these issues.

Fig. 2: (Top) Online lessons in the form of “Ultimate Guitar” tablature can quickly be rewritten as (bottom) text files, which our system parses into interactive lessons.

into a real object reduces the need for users to interpret charts or diagrams, thereby increasing interaction with the device itself, which in turn can boost knowledge retention. Keebler et al. [12] support their findings, stating that Fretlight lowers the entry barrier for beginners. Löchtefeld et al. [17] developed a system which uses a mobile projector attached to the guitar head to overlay guidance onto guitars; however, they reported that users’ hands blocked the projections in some instances. Marky et al. [18] implemented a similar method that visually guides users with beacons integrated into the fretboard of a custom-built guitar. They use touch sensors to capture the position of the user’s finger and stream the captured data to a mobile application that displays the lesson. Using a combination of both visualization methods yielded favorable results in terms of user preference and accuracy. While these methods of embedding learning content into a real guitar are immersive and effective choices of visual guidance, they require access to a custom instrument, reducing their appeal to users who prefer to play their own instrument.

Torres and Figueroa [29] propose a system that guides a user by animating a 3D avatar according to the recorded movements. Their application runs on the Microsoft HoloLens HMD which tracks the user’s position. A marker attached to the guitar allows tracking the instrument and overlaying virtual charts. The major disadvantage of their method was that the chosen HMD has a narrow field of view, requiring users to adjust their body into uncomfortable positions to view the augmentations, making it difficult to use the system for prolonged periods of time. Despite user-reported discomfort using the HMD, they reported high levels of satisfaction with the application.

Another method of visualizing instructions in 3D is by visualizing captured point clouds in real space. For example, Kumaravel et al. [28] present a system that streams a user’s real surroundings as well as virtual annotations to another user. The authors specifically highlight.

Ribeiro Skreinig et al. [24] introduce a method for AR guitar tutorials using a magic mirror display and a VST HMD. They highlight the shortcomings of existing work with a focus on the visualization of guitar lessons, the embedding of content into real instruments, and the authoring of additional material. While the approach proposes multiple display and guidance alternatives, it does not offer any kind of user-based evaluation. We aim to use the principles they propose and explore further in terms of usability. We present our findings on improving AR tutorials for guitar learning, and integrate user feedback into our own AR visualizations.

3 Requirements

The existing methods address many of the issues associated with AR education strategies, but each has its specific shortcomings (Table 1). From these observations, we distill five design goals, specifically selected to address these issues.
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Fig. 3: Key components of a guitar, including our 3D printed attachments. Cameras are rigidly mounted on the guitar’s head and neck. An HTC Vive Tracker captures the position and rotation of the guitar body, while a Fishman TriplePlay Connect device captures string vibrations.

To provide feedback on the user’s performance, it is important to determine which note was played. There exist a variety of methods to detect notes acoustically [7]; however, their reliability remains imperfect for real-time applications. To ensure high-quality multi-pitch detection we opted to use a Fishman TriplePlay Connect MIDI controller attached to the guitar body (Figure 3), which is equipped with a hexaphonic pickup that captures string vibrations when the user plucks a string. The MIDI messages inform the AR system about the note played on each string. By comparing the input from the MIDI device with the notes described in the lesson file, we can give feedback on the user’s performance. When the user plays the wrong note, a text in the error region informs the user about the mistake, indicating the direction and distance from the correct fret. Moreover, the intended note is marked with a colored highlight when using the highlighted fret guidance. This visualization allows errors to be easily identified.

Interactive visualization As we are targeting a beginner self-teaching scenario, we wanted to enable users to learn the guitar without having to learn any musical notation first. Well-established methods of visualizing musical instructions, such as staff notation, tablature diagrams, and fretboard charts are abstract visualizations and require the user to translate them into actions on the instrument. In contrast, presenting this information through AR intuitively indicates where users should place their fingers on the fretboard.

We chose to investigate two previously proposed highlighting techniques. We implemented a method to guide learners which highlights the fret to be pressed [25, 29], such as the Fretlight guitars, for example. Small markers on the virtual fretboard are superimposed between the frets in advance of the note, which gives the user time to place their fingers before strumming each string. As this visualization does not indicate which fingers to use or how to place the hands on the guitar, we also implemented the overlay of a virtual hand model [19, 21] on the neck of the guitar as an alternative approach. The idea of this approach is that by replicating the presented hand pose with their own hand, users can more intuitively understand how to hold the guitar for a particular chord. These guidance methods can be seen in in Figure 4.

We generated and exported a collection of hand models from the 3D human model library, MakeHuman[8]. These models were generated with combinations of varying sizes and finger shapes, giving users the option to customize the appearance of the virtual hand according to their preference or to match the appearance of their own hand, as suggested in previous work [15]. The hand models were rigged for articulation with a hand-shaped armature using the 3D modeling software Blender[9]. We apply an inverse kinematics (IK) model to the hand to procedurally animate the finger placement based on the location of the fret; however, the animation may result in unrealistic behavior of the fingers when IK fails to produce a lifelike deformation of the hand model. For this reason, we include a list of poses for the most well-known finger placements of the most commonly used chords by manually adjusting the IK anchors to make the hand pose deform more realistically. Since the lesson material only contains information on which note to play at which time, our system assigns which finger should press which fret depending on their relative location. For each fret in ascending order, the note on the lowest string (E2, in standard tuning) is assigned to the index finger, then the note on the next string is assigned to the middle finger, etc. Creating high-quality finger-to-string assignments from sheet music is a musical expert task in and of itself, which goes beyond the scope of this work.

User-controlled playback The basic interface places a tablature diagram showing the selected practice session and controls either on the monitor or in close proximity to the guitar, depending on the selected mode of guidance. While practicing, especially when starting out, it is important to allow users to practice at their own pace. The playback speed can be adjusted using the interface before starting a lesson or during playback. The rate of new notes is displayed in beats per minute in the user interface, which can help users evaluate their own performance, or restart lessons at known speeds. The user also has the option to restart playback from the beginning, from the current measure, or from a manually chosen interval. We implemented a responsive playback mode in which each beat in the lesson is halted until the user plays the correct combination of notes on the guitar. This procedure adjusts the content to the speed of the user, allowing a newcomer to learn the lesson at their own pace and ultimately helping them to familiarize themselves with the content [23].

4.2 Display Throughout the development, we applied iterative design to identify and improve important aspects of the overall experience. We implemented two methods of displaying AR content to the user: (1) a magic mirror setup that presents a mirrored video view with AR overlays on a desktop monitor, and (2) a display method that utilizes a VST HMD to integrate AR content into the user’s point of view.

Magic mirror display The first display method that we implemented is a desktop setup featuring a magic mirror [6]. A magic mirror is a simple and effective way to combine real and virtual content with high fidelity. It is also widely utilized in prior AR-supported guitar training [19, 21]. One design concern with this method of visualization is the need to track the instrument. Prior implementations require users to align the guitar with a static visualization on the monitor [19] or attach optical markers to track the guitar [21]. In addition, placing a camera at a distance from the user means that the guitar neck will occupy only a small portion of its view, making it difficult to discern which frets should be pressed. Instead, we rigidly attach a 3D printed support to the head of the guitar and mount a lightweight webcam on it so that it captures the neck of the guitar (Figure 3). This approach ensures that the guitar does not move relative to the camera, eliminating the need for any tracking of the instrument. To capture a view of the guitar body, we attach a second webcam to the guitar with a view of the bridge and display the two images side by side to emulate a “panoramic view” of the guitar. This enables the user to see instructions on which strings to strum with their right hand. Furthermore, showing the user
more of their own body in this way can further integrate their feeling of presence and immersion [30].

Head-mounted display Our second display method embeds virtual content within the user’s perspective using a VST HMD that lets the user experience the AR instructions from a first-person view. This choice was made due to the observation that the limited field of view of optical see-through (OST) HMDs resulted in user discomfort [29]. A smaller field of view can also result in missed instructions, potentially low visibility due to overlap with the background, and can result in excessive fatigue as learners try to find a good viewpoint [10, 19].

The presentation of visual guidance on a real-world scale has previously been reported to be particularly intuitive [35]. The magic mirror display aligns the lesson content with the real instrument but still represents the instructions separately from the user’s own perspective. Integrating the augmentations into the user’s own view of the guitar may improve the user experience [2]. Using an HMD, the relative position and rotation between the user’s head and the instrument must be tracked. We attached an HTC Vive Tracker to the body of the guitar by screwing a 3D printed attachment into the hole typically used to attach a guitar strap (Figure 3), thereby requiring no major modification of the instrument. The controls and tablature are presented in panels floating in front of the user, and their location can be adjusted to better suit the user’s preferences. Users can interact with the interface with an HTC Vive Controller.

5 PILOT STUDIES
To evaluate our system’s overall ease of use as well as the learnability of its user interface, we performed qualitative evaluations during the development of our prototype. Evaluations were carried out similarly to a cognitive walkthrough [26, 32], whereby participants were asked to play music pieces of different lengths while commenting on their experience. The users’ actions during the completion of the given tasks were noted, with a specific focus on whether they knew what to do at each step and whether they could tell if they were making progress toward their goal.

5.1 First evaluation
In the first evaluation, users employed the desktop display for some tasks and an HTC Vive Pro headset for others (Figure 5). We recruited ten participants from local universities. Only one of the participants had considerable prior experience playing the guitar, the rest either had no musical experience at all or had some experience with another instrument. Two participants had previously tried to teach themselves the guitar but had quickly abandoned the effort. Therefore, we consider them as having no significant experience. The participants were asked to play chords and a short song using the desktop display and a scale over two octaves using the HMD. Upon completion of each task, we conducted a short discussion in which participants could address any potential difficulties they encountered completing the task and comment on their enjoyment of the system.

Results Participants reported difficulties following the instructions in the virtual hand guidance method. These problems were attributed in part to the fingers of the virtual hand partially occluding each other, making it difficult to determine which frets to press down upon. In addition, the hand was rendered using a semitransparent gray color, which made it hard to see against the image of the guitar fretboard. A participant also commented that the placement of the virtual hand did not match their own hand perfectly. Some participants suggested highlighting the fingertips to more clearly indicate the location on which to press and that adjusting the hand to match the size of their own hand more closely was desirable. Despite these shortcomings, the participants who had previously tried to teach themselves with online material commented that the augmentation made learning easier in comparison.

In the fret highlighting guidance method, we only highlighted the spots between frets and not the strings, requiring users to simultaneously use the augmented visualization and the tablature. This form of visualization initially confused the participants, as without looking at the tabs, they were unsure which note should be played next; however, they quickly became more comfortable with the guidance method. All ten participants remarked that the fret highlighting method of visual guidance was much clearer than the virtual hand and that it helped them find the locations to press on the fretboard more quickly.

When using the HMD with the fret highlighting guidance method, all ten participants criticized the low resolution of the HTC Vive Pro’s outward-facing cameras. They stated that they could not distinguish the string on which the highlight was shown and relied on the tablature and their feeling to understand what fret to press. Interestingly, two participants still preferred to use the HMD. These results highlighted the need to utilize an HMD with higher visual quality to effectively integrate the tutorials within the real instrument.

In summary, the results of the qualitative evaluation were in line with our expectations. Despite some initial uncertainty, all participants understood the visualizations without requiring much explanation and could tell when they were making progress toward the task goal shortly after starting the tutorial. Whenever the augmentations failed to provide clear instructions due to insufficient visual clarity, all participants resorted to the provided tablature, even those who were previously unfamiliar with that form of musical notation. The lack of visual clarity when using the HMD resulted in participants focusing on the virtual tablature instead of the AR augmentations, highlighting the headset’s lack of fidelity for visual integration.

5.2 Second evaluation
During our first evaluation, users encountered difficulties while using the HMD due to the low resolution of its video capture. Therefore, we decided to replace the HTC Vive Pro with a Varjo XR-3 headset that captures the world with cameras with higher resolution than the previous HMD, significantly improving fidelity. We also adjusted the way the instructions were shown to the users. To reduce the reported confusion regarding what strings to strum, we decided to highlight the strings

---

12 https://www.vive.com/eu/product/vive-pro/
in addition to the frets (Figure 4). Participants generally preferred to use the highlighted frets over the virtual hand guidance method due to difficulties in understanding the described hand placement. They also had difficulty identifying the shapes of the individual fingers, so we added an outline to the virtual fingers, as shown in Figure 4 (right). We added a separate virtual window that shows a mirror view of the fret highlights and the virtual hand, which can be seen in Figure 5 (right). This visualization approximates what users previously could see in the magic mirror display method, only without the live webcam video.

The purpose of the second evaluation was to evaluate the performance of the new visualizations on the high-resolution Varjo XR-3 headset. Ten participants were again asked to perform tasks using the HMD and to comment on their experience. They were asked to play chords using the virtual hand guidance method, play a short song intro using the highlighted frets, and play a scale over two octaves using both methods of guidance simultaneously. Upon concluding the tasks, the participants were asked a series of questions aimed at evaluating their impression of individual guidance methods and their experience using the HMD.

Results Tracking the virtual hand on the real guitar helped users to quickly produce the chords by mimicking the model with their own hand. Two of the users specifically commented that seeing how their fingers were meant to be curved helped them avoid accidentally pressing down on other strings while preparing the chord. Two participants, who had previously taken part in the first evaluation round, positively commented on the improvement that the new headset offered. Most of the participants commented on the changes to the visuals of the hand, stating that the outlines made it much easier to tell individual fingers apart.

Highlighting the frets separately from the strings helped the ten participants interpret the markers more quickly on the guitar and led to less confusion compared to the first evaluation. Only one participant stated that using this guidance method was more difficult compared to the virtual hand, as it took them longer to see where to place their fingers using the smaller visualizations. Most of the participants commented that using the augmentations helped them to identify more quickly where their mistakes were.

Using both guidance methods at the same time in the third task meant that the guitar neck was significantly covered by augmentations. Despite this occlusion, six out of the ten participants stated that they found where to press the fretboard more quickly than in the prior tasks. The other four participants commented that the augmentations hid too much of the real image, making it more difficult to see the guitar neck or their own hand.

5.3 Discussion

All six participants who had previously taken part in the first evaluation commented on the improvement in clarity that the new headset offered. Higher visual quality increased their confidence when following the guidance, resulting in faster overall task completion compared to the first evaluation. Overall, when asked which method of guidance they preferred, five participants stated preference for the highlighted frets, while the other five users stated that the combination of both methods helped them more than either of the two individually. Many users specifically commented that they appreciated being able to observe coarse information such as hand placement from the virtual hand, while finer details such as exact finger positions were easier to see using the virtual fretboard. When asked about their impression of the augmented information, five participants commented that the augmentations made errors easier to find compared to traditional self-teaching, and one participant specifically stated that they preferred this method of learning over an instructional video.

6 Evaluation

While our results were encouraging, we could not conclude which of the display and guidance techniques was better overall and whether an HMD presents a benefit over a magic mirror-like system. To this end, we designed a more comprehensive third study that evaluated user performance and perceptual impact of the different techniques.

6.1 Study Design

Our study was inspired by Marky et al. [18], who compared their purpose-built guitar to fretboard charts. We determined two independent variables: guidance technique (virtual hand, highlighted frets) and display method (magic mirror, HMD). We also added a baseline condition that simulated a typical self-teaching setting, in which participants were presented with a video instructing them how to play a chord without augmentations, resulting in a total of five conditions:

- BL: video instructions (baseline)
- MM-F: magic mirror + highlighted frets
- MM-V: magic mirror + virtual hand
- HMD-F: HMD + highlighted frets
- HMD-V: HMD + virtual hand

We selected ten chords that were deemed equally complex by an experienced guitar player, and each required pressing on three frets simultaneously: A, Am, Bm7/E, C, D7, Dm, E, Fmaj7/E, G. In each condition, the participants played two of these chords. We utilized a 5 × 10 balanced Latin square design to avoid order effects. We also balanced the chords and the conditions under which they were played. Whenever participants finished performing the task, they were asked to vocalize the completion.

We rated performance using an error scoring system adapted from Marky et al. [18], where chords were judged on three conditions: incorrect finger position, incorrectly strummed strings, and chord quality.
(e.g., fingers accidentally touching multiple strings, strings pressed too softly against the fretboard). A chord was rated between zero and three errors. The completion time was given as the time between presenting the task and vocalizing the completion. After each condition, we collected subjective feedback on the user interface and the workload through SUS [4] and NASA-TLX [9] questionnaires, as well as an informal interview at the end of the experiment. The study did not require approval from the institutional review board.

6.2 Hypotheses

Following our pilot studies and prior literature on guitar learning assistance, we reached the following hypotheses:

H1: Participants will be faster using guidance augmentations than using video instructions.

H2: Participants will make fewer mistakes using guidance augmentations than using video instructions.

H3: Participants will prefer the highlighted frets over the virtual hand visualization.

H4: Participants will prefer the HMD over the magic mirror.

6.3 Technical Setup

Despite conditions BL, MM-F, and MM-V not requiring an HMD, we used the Varjo XR-3 for all experiments (Figure 6), which ensured that users always saw the same scene. Presenting all conditions under the same circumstances prevented biasing the results of the evaluation, e.g. the weight of the headset from influencing users’ perception of individual conditions. We attached an HTC Vive Tracker and rigidly mounted cameras to the guitar used in all conditions.

As we opted to perform the entire experiment using the HMD, we implemented a virtual monitor on which the AR instructions and captured camera images were presented for both magic mirror conditions and the BL condition. We placed the virtual monitor in the location of the physical monitor in the room to create the illusion that the instructions were shown on the monitor. For condition BL, we recorded short videos (29 seconds on average) of a guitarist who explained vocally and visually where to place the individual fingers and which strings to strum to produce a chord, followed by a clear audible strum of the chord. Participants could pause and replay the video using a simple virtual button interface (Figure 6, left), and an HTC Vive Controller, which simulated self-teaching by video instruction.

Given the positive feedback we received on the visualizations in our second pilot study, we utilized the same representations for the magic mirror condition as well, meaning the virtual hand was displayed with a highlighted outline, and the strings lit up to indicate which strings should be played.

6.4 Participants

We recruited 20 participants, all of whom had not previously participated in the pilot studies, through several methods including social media, forum posts, and email advertisements, among others. The participants were between 19 and 31 years old (mean=24, standard deviation (SD)=3.324), eight of them identified as female, and twelve identified as male. 19 participants indicated that they had little or no prior experience playing the guitar, while one stated that they had learned some chords years before.

6.5 Procedure

The participants first received a brief explanation of the objective of the experiment and the task procedure. They were asked to sign a consent form and were informed that they could stop the experiment at any moment. After signing the consent form, the participants were asked to sit in a chair in front of a monitor. The Varjo XR-3 headset was fitted to the participant and an eye-gaze calibration was performed, after which they were handed the guitar.

Each condition began with a familiarization process, in which participants were presented with an example chord (Em) which was not included in the actual experiment. Participants could spend time familiarizing themselves with the guidance method and the interface and asking questions. Once satisfied, they could begin the proper experiment by saying “start”.

The users were informed that they had as much time as they needed to practice and could end the practice phase by saying “stop” as soon as they felt confident enough to perform the chord. The experiment began as soon as the participants received the first chord. After verbally confirming the completion of the practice phase, they would perform the chord once. This performance was rated using the aforementioned error metric without informing the user of their score. The participants were then informed that the second round would begin and the second chord appeared. Once participants confirmed completion of the second practice phase and performed the second chord, they were shown the questions from the SUS (5-point Likert scale) and NASA-TLX (21-point Likert scale) questionnaires individually. We opted to show the questions on a virtual monitor and allow participants to answer each question verbally using the provided scales. This procedure simplified the questionnaire process and allowed users to hold the guitar for the duration of the experiment. Once all questions were answered, the experiment process was repeated using the next condition. After completing all five conditions, the guitar and the HMD were collected and participants were asked free-form questions about their experience with the individual conditions. This dialogue was also the opportunity for participants to provide unstructured feedback about their experience.

7 Results

As our experiment did not follow a fully factorial design, we performed a two-step analysis in R. As our data was not normally distributed, we
first applied aligned rank transform followed by ANOVA [33] using the ARTool package [11]. If significant differences were found, we conducted contrast tests as a post-hoc analysis [5]. We then excluded the data for the baseline conditions and analyzed the remaining data as a 2-way repeated-measures study. As the data also violated normality, we again applied aligned rank transform followed by ANOVA analysis. For questionnaire data analysis we used a Friedman’s test with a Nemenyi post-hoc test if any significant differences were detected. We define the level of significance at $p=0.05$ for all evaluations.

7.1 Effectiveness

To evaluate effectiveness, we compared the number of mistakes that participants made after they finished the practice session (Figure 7a). The number of possible errors ranged from zero to three (chord quality, finger placement, strummed strings) for each tested chord. On average, participants made 0.55 (SD=0.56) errors in condition BL, 0.4 (SD=0.447) in HMD-F, 0.55 (SD=0.793) in HMD-V, 0.475 (SD=0.444) in MM-F, and 0.575 (SD=0.568) in MM-V. We did not find significant differences in the total number of errors. This result was also the case when we considered the first and second chords played by the participants separately. We also did not find any significant differences after excluding the baseline condition.

7.2 Efficiency

To determine how efficiently the participants learned to perform a chord, we measured the time between presentation of the task and verbal confirmation of practice completion (Figure 7b). On average, participants took 83.1 s (SD=62.3) to learn a chord in condition BL, 66.2 s (SD=45.9) in HMD-F, 109 s (SD=110) in HMD-V, 54.1 s (SD=54.6) in MM-F, and 96.2 s (SD=82.3) in MM-V. We found that the average learning time was significantly different between the conditions ($F(4,76)=7.2278$, $p<0.001$), with participants completing the learning sessions significantly faster in condition MM-F than in BL, HMD-V, and MM-V.

After excluding the baseline, we found that the guidance technique significantly affected users’ efficiency ($F(1,19)=29.06$, $p<0.001$), with conditions that included highlighted frets resulting in significantly faster learning times than those that included the virtual hand. We found no interaction between guidance technique and display method.

7.3 Satisfaction and Workload

To determine how satisfied the participants were with their experience, we compared the combined SUS score (Figure 7c) and the raw NASA-TLX scores (Figure 7d).

For SUS, the MM-V condition was rated with a score of 59.8 (equivalent to a D according to Bangor et al. [3], HMD-V a score of 60.5 (equivalent to a D), HMD-F a score of 65.5 (equivalent to a D), BL a score of 80.4 (equivalent to a B), and MM-F a score of 83.5 (equivalent to a B). A Friedman test showed that there were significant differences in the overall scores ($\chi^2=20.66$, $p<0.001$), with MM-F being rated significantly higher than HMD-V ($p=0.001$) and MM-V ($p=0.003$).

Similarly, for NASA-TLX HMD-V was rated with 50.4 points, MM-V 47.3 points, HMD-F 43.7 points, BL 41.6 points, and MM-F 35.5 points. A Friedman test showed statistically significant differences between the scores ($\chi^2=15.529$, $p=0.004$), with MM-F being rated significantly easier than HMD-V ($p=0.0035$) and MM-V ($p=0.03$).

7.4 Hypotheses

We compared the average speed of the tasks for each condition and found that the participants significantly outperformed the other conditions when using condition MM-F, closely followed by condition HMD-F. This finding partially supports hypothesis H1 (“Participants will be faster using guidance augmentations than using video instructions.”), since users completed their tasks faster using the highlighted frets, although they were comparatively slower than the baseline condition using both display methods guided by the virtual hand.

Hypothesis H2 (“Participants will make fewer mistakes using guidance augmentations than using video instructions.”) could not be supported by our findings, as our evaluation did not find significant differences in the average number of errors between the five conditions. Users tended to respond equally well to AR instructions as to the baseline condition, which presented both video and audio information to the user.

The results of the SUS and raw NASA-TLX questionnaires show that, when comparing the AR-enabled conditions (discounting the baseline), users prefer the highlighted fret guidance method over the virtual hand guidance, which supports hypothesis H3 (“Participants will prefer the highlighted frets over the virtual hand visualization.”). Although some users commented that they enjoyed the virtual hand model and the fact that it helped them select the correct fingers for each fret, it is not sufficient to guide users. Our second pilot study indicated that users enjoyed a combination of the virtual hand and the highlighted frets, which could be worth exploring in the future.

The same questionnaire results refuted our hypothesis H4 (“Participants will prefer the HMD over the magic mirror”) as conditions that included the magic mirror display had higher overall satisfaction results compared to HMD conditions. The fine-grained task of placing one’s fingers on a guitar fretboard was shown to be more engaging when displayed from a closer point of view on a static, high-resolution display, rather than integrated within the user’s perspective. This finding is logically consistent, as the guitar is at a significant distance from the user’s head during use, and the augmentations appear significantly smaller on the HMD than on the magic mirror. A possible implication beyond guitar playing is that, despite high-fidelity hardware, the placement of instructions remains an important consideration in AR design.

7.5 Discussion

Despite our HMD-F condition being similar to existing solutions that highlight the locations to be pressed on the guitar, e.g., Fretlight, this condition was not preferred to the magic mirror view. We believe that this is mainly because the augmentations appear quite small when seen...
at the distance the guitar is held. In addition, users had to rotate the
guitar and adjust their viewpoint to see the augmentations. On the
other hand, the magic mirror view allowed users to remain in a comfortable,
forward-facing position, while still seeing their own hand and the
locations on the guitar neck to press their fingers. Subjective comments
by the participants were collected during and after the experiment and
provided anecdotal explanations as to why users tended to prefer certain
conditions. Users commented, for example, that virtual fingers were
hard to see from their perspective. Another explanation could be that,
due to tracking noise and capture latency of the Varjo XR-3, participants
experienced minor drift of the augmentations, making it more difficult
to interpret the augmented instructions. This result shows that, while
one may expect that direct augmentations are preferable, a remote view
may be the better choice for precise tasks.

The questionnaire results showed that users were less satisfied with
the guidance in the form of a virtual hand, which was supported by some
participants’ comments that the virtual hand was too big and distracted
from the lesson. Users also commented that the highlighted frets were
more precise and less confusing overall. One possible explanation may
be that in the HMD conditions, the augmentation and the participant’s
own hand needed to be in the same place, introducing visual clutter
and making it difficult for participants to determine whether they were
pressing on the correct frets. Another explanation could be that the
virtual hand did not correctly match the participant’s own hands or was
placed in a way that participants found uncomfortable, as indicated by
some of the participants in our first pilot study. In the second evaluation,
some participants chose to adjust the size of the hand, suggesting that
customization of this guidance approach could make it clearer.

Compared to the findings of Marky et al. [18], our baseline condition
showed a video of the instructions with detailed audio descriptions
of the intended hand poses, not only a fretboard chart. This meant
that participants not only received step-by-step instructions on their
finger placement, but also could hear the sound of the chord. The
ability to match the chord acoustically was rated very positively by the
participants and was named as the primary reason for their preference
for this condition. Adding the possibility to hear the correct sound, e.g.,
triggered through voice commands, would likely improve the usability
and satisfaction of our system.

We found that visualizations based on highlighting frets are generally
easy to understand but still require a concentrated effort. The drawback
of the alternative method of animating a virtual hand is its inherent
ambiguity, since the application must approximate which finger should
be assigned to which note. Other issues can occur when IK calculations
result in unrealistic hand poses. This is especially true when it comes
to the animation of the hand’s movement, as the IK model currently
simply interpolates between poses. This can produce unrealistic or
impossible motions of the hand and fingers, which could cause user
frustration as the instructions become difficult to follow accurately.
This confusion may further decrease user satisfaction with the guidance
method.

8 CONCLUSIONS AND FUTURE WORK

This paper reports on a method to generate teaching content that is not
only fast and easy but requires little effort from the user. Deriving the
format of our instruction files from online content makes our system
appealing to users who want to expand their library of lessons, as well
as to users who are already familiar with the commonly used musical
notation. Giving the user the choice between an abstract visualization
of the instructions, a 3D animated virtual hand, or a combination of
both allows them to customize their learning experience and can give
them information beyond what common notations can offer, such as
hand poses.

Using our system, we empirically examined users’ performance
and acceptance when using combinations of different AR display and
guidance methods. Based on our qualitative analysis, we conclude that
these features contribute to the user’s enjoyment of the system, as well
as the system’s ease of use. Interestingly, integrating virtual content
within a user’s natural view did not result in the highest user satisfaction.
Although some users commented that they enjoyed seeing the position
of instructions on the instrument itself, the highest overall satisfaction
score went to the condition that visualized augmentations on a magic
mirror, even when compared to audiovisual tutorials. We conclude that
integrating instructions within the manipulated object makes logical
sense as long as it is not done at the expense of visual clarity. This is
further supported by the results of our pilot studies, given the positive
response to the improvements implemented after the first evaluation,
most notably the visual upgrade of the HMD.

When comparing the five conditions, the lack of a significant dif-
ference in the overall number of errors indicates that our proposed
system has the potential to instruct newcomers who have absolutely no
prior experience playing the guitar. To better gauge the efficacy of our
system, future work is planned to include a longitudinal user study to
better determine the effects of the implemented features on its teaching
capabilities. We plan on measuring students’ knowledge retention by
observing whether their performance scores increase over multiple
iterations of playing the same chord in the same conditions. Long-term
observations are needed to give a clearer picture of the benefits of one
form of visual guidance over another. We also wish to observe whether
user customization of the instructions improves satisfaction scores.

The results of our evaluations show that AR training for fine-grained
motor tasks, such as playing the guitar, is feasible, but requires suffi-
ciently capable technology. Apart from the improved user interface
on a higher-fidelity VST HMD, additional improvements need to be
made to increase user enjoyment and address some of the reported
issues found during our evaluation. One option to introduce a magic
mirror-like view of the instructions into the user’s natural view could
be to place an additional view close to the augmentations on the guitar.
This would allow users to comfortably see the instructions while also
confirming them on the guitar if needed. Participants in our second
pilot study enjoyed this alternative visualization.

We expect that the user interface can be optimized and the overall
application be made more intuitive. Such an overhaul may reduce con-
fusion and increase the user’s focus on learning the guitar. The users
of the pilot studies positively remarked on the ability to choose how
the content of the lessons was presented. By implementing alternative
guidance methods, such as audio cues, we can cater to more diverse
learning styles. Currently, the guidance visualizations highlight the next
note to be played, requiring users to search for the next augmentation as
they play. We suggest that visualizing instructions further in advance of
the next note may decrease the implemented need to search for the next aug-
mentation. This may increase the efficiency of our guidance techniques,
as prequeuing augmented instructions has been shown to benefit user
performance [16]. In addition, the system only tracks which notes the
user is playing so far. By implementing additional feedback, we could
allow for a more comprehensive evaluation of the user’s performance.
Examples may include detecting a user’s hand pose or the tempo of
their playback.

Our user study demonstrated the system’s ability to successfully
create AR lessons from text files. However, we believe that the potential
of our system goes beyond just parsing tablature. The drawback of the
current source of instructions is its lack of supplementary information,
particularly when it comes to finger techniques, as it cannot assign the
fingers to specific notes or include more complicated instructions than
when to play which note. The implemented guidance techniques and
display methods could be used to visualize the instructions captured
by a remote instructor [20]. This could enable users to receive more
detailed instructions or learn advanced techniques, thereby expanding
the scope of the system. Furthermore, our system could be used for
remote streaming of another user’s captured performance. This would
allow users to collaborate with other musicians or receive feedback
from others, further enhancing the overall learning experience.
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